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Abstract

The TOAD system is a translation-based planning system for
totally ordered HTN planning. It translates a given HTN plan-
ning problem into a classical planning problem. To overcome
the differences in expressiveness, it does not bound the prob-
lem like other translation-based systems, but approximates
the problem instead by modifying the decomposition hierar-
chy such that the set of solutions increases. Then we encode
it as classical planning problem and solve it using classical
planners. To ensure that only solutions for the original HTN
problem are returned, we apply HTN plan verification.

Introduction
The TOAD (Totally Ordered HTN Approximation using
DFA) system (Höller 2021) is a translation-based planning
system for totally ordered HTN planning. It translates a
given HTN planning problem into a classical problem and
uses classical planners to solve it. While translation-based
systems from the literature bound the HTN problem to over-
come the differences in expressiveness (Alford, Kuter, and
Nau 2009; Alford et al. 2016; Behnke et al. 2022), TOAD
over-approximates the set of solutions. I.e., all solutions to
the HTN planning problem are also solutions for the classi-
cal problem, but the latter might have more.

The approach is inspired by our results on the expressive-
ness of planning formalisms (Höller et al. 2014, 2016). The
set of solutions to a totally ordered HTN planning problem
can be seen as the intersection of two languages: a context-
free language describing which action sequences can result
from the decomposition process, and a regular language de-
scribing which action sequences are applicable and lead to
a goal state in the transition system induced by the non-
hierarchical part of the HTN problem (actions/state). TOAD
uses techniques from the field of formal languages (Neder-
hof 2000a,b) to create a finite automaton (FA) accepting
the words of the context-free language (which might re-
quire approximation), which is then combined with the non-
hierarchical part of HTN problem.

The TOAD System
We use the preprocessing of the PANDA framework for hi-
erarchical planning (Höller et al. 2021), i.e., HDDL as input

language (Höller et al. 2020) and the PANDA grounder to
ground the model (Behnke et al. 2020).

Figure 1 illustrates the overall TOAD system, which is
described in the following.

Analysis. First, TOAD analyzes whether the HTN prob-
lem can be translated exactly or approximation is needed.
This is done based on a criterion from formal languages
called self-embedding (Chomsky 1959), which is checked
on the decomposition rules (i.e., the methods). We first con-
struct the decomposition graph, i.e., a graph with the tasks of
the problem as nodes in which two nodes ca and cb are con-
nected by a directed edge (ca, cb) when there is a method
decomposing ca into a task sequence including cb. We com-
pute the strongly connected components (sccs) of this graph.
A problem is self-embedding if there is a scc Ni such that

• there is a method (ca, αcbβ), ca, cb ∈ Ni and α ̸= ε and
• there is a method (ca, αcbβ), ca, cb ∈ Ni and β ̸= ε.

When a problem is not self-embedding, this is a sufficient
criterion that it describes a regular language, which for us
means that approximation is not needed.

Approximation. When approximation is needed, the
grammar rules (methods) are modified such that the set of
solutions increases. We use an approximation introduced by
Nederhof (2000a; 2000b).

Consider a grammar G = (C ,A,M , cI) with the non-
terminal and terminal symbols C = {A} and A = {a, b},
the production rules M = {(A, b), (A, aAa)}, and the start
symbol cI = A. It describes the context-free language
{an b an | n ≥ 0}. The approximation disconnects the part
left and right of the b, resulting in a grammar generating the
language {an b am | n,m ≥ 0}, which is regular.

Based on the method by Nederhof (2000a; 2000b) we
construct a finite automaton (FA) accepting action sequences
derivable via the (maybe modified) hierarchy.

Classical Encoding. Based on the FA and the non-
hierarchical part of the HTN planning problem (actions/s-
tate) we build a classical planning problem.

Solving. We use the Fast Downward (FD) planning sys-
tem (Helmert 2006) to solve the resulting problems. We use
a multi-fringe configuration similar to the classical LAMA
system (Richter and Westphal 2010) with two fringes. One
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Figure 1: Schema of the TOAD system (based on Figure 1 by Höller, 2021).

uses the FF heuristic (Hoffmann and Nebel 2001) and also
its helpful actions, and one uses a precomputed heuristic re-
turning the distance from the current state in the FA to the
nearest goal state in the FA as heuristic value.

Verification. To return only valid solutions for the origi-
nal HTN problem, HTN plan verification is applied as last
step. We use the verification system introduced by Höller
et al. (2022) in combination with the PANDA progression
planner (Höller et al. 2018, 2020).

We modified FD to verify a solution before returning it.
When it is not valid, search is continued.

Discussion
While the basic approach is sound and complete, the com-
bination with a graph search like used by FD leads to an in-
complete overall system. This is caused by the fact that such
a system does not (eventually) return every solution to the
underlying classical problem. Whenever a particular state in
the search space needs to be visited twice before a solution
for the HTN problem is found, TOAD will fail. However, at
least on the benchmark set of the last (i.e., 2020) IPC, this
seems not to be an issue. To the contrary, in this set most
problems can be translated without using the approximation.
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